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ABSTRACT:

This article discusses the methods of
search algorithms used in modern search
engines, which are currently being
developed and have a wide range of
capabilities. The performance mechanisms
of existing modern search engines, binary,
interpolation and sequential search
methods were analyzed. The results of the
analysis can be used to develop general
functional requirements for a database of
electronic documents when creating an
advanced search system.
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INTRODUCTION:

The growing volume of electronic
documents causes problems with finding the
necessary information quickly and accurately.
As a solution to this problem, many large
companies working in the field of software
development, presented their products. Work is
also underway to further improve them [1].

In this regard, the study of search
algorithms used in advanced search engines is
one of the relevant studies.

This article discusses the search
algorithms used in modern search engines,
which are currently being developed and have a
wide range of capabilities.

Search is one of the main operations in
data processing, and its task is to determine

whether to find the data corresponding to this
argument in the database by the given argument

(key).

MAIN PART:

All search algorithms are divided into
static and dynamic algorithms. When
performing a static search, the running time of
the algorithm does not change. However, during
adynamic search, the size or content of the data
to be searched may change. In addition, search
algorithms are divided into algorithms that
work with disordered data, and algorithms that
work with pre-sorted data. To get the sorted
data, first all the elements are sorted in a specific
order to increase the search speed. An example
of this method is a dictionary search in which all
information is sorted alphabetically [2].

Based on this, we will look at the search
methods listed in Figure 1 below.

Search methods

Binary Interpolation Sequential

Figure 1. Search methods.

Objects are made up of many elements.
These elements are called keys and are the
index letter ki, which indicates the number of
the element. The function of the search system
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is to search for the key k; from the key arrays
{ki, ko, ks, kg, ..., kn } and display the result. The
search result in two cases: the key you are
looking for is available or not available [3].
Consider the above methods separately with
examples.

SEQUENTIAL SEARCH METHOD:

When the elements of the array are stored
as alist, we can say that there is alinear or serial
connection between them. Each element is
stored in a specific position, that is, in the index.
If several elements are sorted, we can go
through them sequentially. This process leads to
a series of searches. The array specified in the
sequential search method is not required to be
sorted. From the first item to the last search
item, each item is compared with a search key
until a key to search is found. The sequential
search method consists of the following steps:
where A[1...n] is an array, k is the key to search.

Step 1: we get the first element of the

arrayi=1;
Step 2: if i<n, go to step 3, otherwise go to
step 5.

Step 3: if A[i]=Kk is equal, the search was

completed successfully, if A[i]# k, go to

step 4.

Step 4: we get the next element of the

array i + 1 and go to step 2.

Step 5: the search failed, that is, the key k

was not found.

The sequential search method can search
through ordered and unordered arrays. In an
unordered array, elements can be located in any
serial number, and the key to search for each
element is compared n times (n - array length)
[4]. In this case, the result is in two different
situations, that is, the key that is searched in the
array is present or absent.

Example: an array -
{23,70,36,9,58,25,22,50,15,45} is specified, and
a key search of k = 25 is required. Initially, the
array is the first, i.e. we take the element at

position 0 and compare it with the key 23 # 25.
Thus, the obtained value is not equal, so we get
the next element 70 # 25, this element is also not
equal, we get the next element again until the
search key is found and the process continues.
6-KajgaMmjaa 7-103uLsaru 3JIEMEHT
KUAUMPUJIAETTaH KaauTra TeHr 25 = 25 Ba
KUAUpyB MyBadppakuaTau skyHaaHau. If the
key you are looking for is k = 26, that is, it does
not exist in the array, the search is performed to
the last element, and the search ends
unsuccessfully.

If the array is sorted and the elements of
the array are in ascending order, the search is
performed by comparing each element from the
first element with the key that you are looking
for until the key is found, if the key you are
looking for is in the array. If the array does not
contain a key to search, this further reduces the
algorithm. Let A [1 .. n] be an array, k= 26 is the
key to search.

Maccus - {10,14,15,19,22,25,31,46,50,55}

We search from the first element to a value
of 31, because the values after the number 31
are greater than the key we are looking for. If the
desired key k was not found during the search,
the array is not compared with the last element,
and the search stops in the middle of the array.
Thus, the application of this method is effective
in small arrays.

INTERPOLATION SEARCH METHOD:

This search method is designed to search
by sorted data. The essence of this algorithm is
to separate the required element for comparing
keys. In the interpolation search algorithm, the
index of the element that is sought for part of the
array is selected by specifying it.

As mentioned earlier, the interpolation
search engine considers an element that is not
located in the middle of the array and is
determined by the following formula at each
step d [5].

_ [G-DK=Ki)
d_[ (Kj—Ki) ] (1)
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» Hereiis the sequence number of
the first element of the array under
consideration;

» j-serial number of the last
element of the considered array;

» K -isthe key to search;

> Ki, Kj - key values located at
positions i and j.

» [] - getthe whole part of the result.

If the source array is sorted as arithmetic
progression or reduction, multiplication, this
search method is successful, otherwise the
algorithm may not perform the search. We will
consider the principle of the method in the
following example.

Array - {4, 5, 10, 23, 24, 30,47, 50, 59, 60,

64, 65,77,90, 95,98, 102}.

Let this key search K = 90 be required.

In the first step, we define the element in
step d. Here i=1, j=17, Ki=4 and K;=102.

d=

(17-1)(90-4)] _ _
[—(102_4) =[14.04]=14

Therefore, the desired key is compared
with the number in the serial number Kis, 95>
90 [3]. Thus, the value we found is larger than
the key we are looking for, so we shorten the
search field and define d again. i=1, j=15, Ki=4
and K;=95.

Array - {4, 5,10, 23, 24, 30, 47, 50, 59, 60,

64, 65,77,90, 95}

d= [% -[13.23]=13

K14 is compared with the number in the
sequence number whose key is being searched,
90 =90. This means that the key you are looking
for is in the 14th digit.

When developing this method, a number
of problems may arise. For example, let an array
be given in the following order:

Array - {2,4,5,9,10,12,18,20,280,1000}
If the desired key is K= 10, finding d by
formula (1) is as follows.

_ [ao-1(10-2)]_ _
d _[ (1000-2) =[0.07]=0

First, we compare the element with the
number 10> 2 so that it is larger, and continue
the search on the right side of the array. You can
see that the denominator of formula (1) is a
sufficiently large number, and if K is a small
value, and the array consists of thousands of
elements, the value d will appear in increments
of one hundred or one hundred thousand steps.
In this case, we need to bring d closer to a larger
value. If the array is in an unordered state, using
this method is not considered effective.

BINARY SEARCH METHOD:

The most efficient search method from
sorted files in an array view is the binary search
method. The algorithm was proposed by ].V.
Mauchly, and the essence of the algorithm is as
follows. The search argument is compared with
the value located in the center of the array, if
they are equal, the search is completed
successfully. If the values are not equal, continue
searching in the right or left side of the file.
When comparing each argument, the length of
the array is halved [6]. The algorithm searches
by sorting arrays and comparing aggregates.
The algorithm consists of the following
sequences. Here K is the required argument.

Step 1: The upper u and lower 1 of the
search boundary are set: 1=1, u =n.

Step 2: If u <1, the search is not
performed; otherwise, the value i
corresponding to the average value of the array
under consideration is determined, then

i=m/2)+1 (2)
if n is even, then

i=(n/2). (3)
Step 3: If K<K;, go to step 4, if K>K;, go to
step 5, if K=K;, the algorithm is completed
successfully.
Step 4: We change the upper limit of the
array u = i-1 and go to step 2.
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Step 5: We change the upper limit of the

array I=i+1

and go to step 2.

To better understand this algorithm, let's
look at the following example. The length of the
array is n = 16, and the searched argument is k
= 26.

Array - [2, 5,9, 11, 12, 15, 18, 20, 23, 25,
26, 30, 36, 37, 39, 40]

Determine the value at the center of the
array i = (16/2) = 8. The received argument is
compared with the received key 26 <20, since
the argument is large, the search continues to
the right of the array, and we change the lower
limit.

Array: 2,5,9,11, 12,15, 18, 20, [23, 25, 26,
30, 36,37, 39, 40]

Here, the key obtained is also compared
with the aggregate 26 <30, since the aggregate
is small, it moves to the left of the array, and the
upper boundary changes.

Array: 2, 5,9, 11, 12, 15, 18, 20, [23, 25,
26], 30, 36,37, 39,40

In the next step, the above processes are
also repeated, that is, the arguments are
compared, 26> 25 the argument is large, so it
moves to the right of the array, and the lower
border changes.

ftvs
tsvector

Array: 2, 5,9, 11, 12, 15, 18, 20, 23, 25,
[26], 30, 36,37, 39,40

At the last step, the length of the array is 1,
and comparison 26 = 26 is performed. The tool
found is equal to the key and the result is
obtained. If the argument that is searched in the
last step is not equal to the key, it is concluded
that the argument to be sought does not exist in
the array. In our example, the key we are looking
for is K= 26 and is in the tenth serial number of
the array, we take this value as an answer.

The above analysis methods were
considered in the absence of an index and in
small arrays. If we use these methods in this
case in large arrays, this is not considered
effective, since the search time increases and the
speed decreases. In such cases, indexes are
created to prevent deficiencies.

We will see the application of these
methods in PostgreSQL. PostgreSQL uses a
number of functions to quickly and accurately
search for text files. One of these functions is the
to_tsvector () function, which converts the
words in the text into an array of lexically
significant words according to their position.
Figure 2 below shows an array of lexically
significant words (in russian and uzbek
languages, cyrillic alphabet).

"1.8':185,187 'docx':195 'aHamimmuecx':33, 62 'apumrerTyp':103,180,188 'Bazom':113 'Gesonmacw':39,48,90,150,156 'Bemer':li;

'1':5,321 '1.5":1 '1.5.1":236 'docx':325 'amafudTmap':2280,228

E 'axparmm':124 'axparum':23 "arcuau':191 'aman':69,133,10.

i "dock':131 'ampopuTM':l 'Ga3':l1l 'Gymyr':15 'Gyman':75 'BEemen':65,67,127 'seBorpammu’:63 'BHeced':23 'Bo3MomH':ll 'BoE;

'1.5.3":88 '1.5.4":164 'docx':375 'aBcrpaxt':341 'abcrpaxr-ManTix':340 'awparmm':213 'amanmn':272 'aMamnaps':353 Tammm':l,

'1,8':185,187 'docx':196 '£':191 'axamiTmuecsk':33, 62 'apxmrexTyp':103,180,188 'Gasos':113 'Gesomacw':39,48,90,150,156 'E.

-

1'111.%x13x":22 "£':21 'maral':l 'meral0d':19 'mareld':3 'marad':S 'marad':7 'maTas':9 'meTad':ll 'mara’':13 'maral':15 'man.

Figure 2. Array of lexically significant words

The vector values in this array are
arranged in alphabetical order. In this case, the
sequential search method cannot be used,
because if you need to search for the word
“akpaTtuw” in an array, comparing along the

serial path takes a lot of time. In this case, the
binary search method is used. It divides the
array into two equal parts and determines
whether the search is performed on the right or
left. The reason is that the array is in
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alphabetical order, so it continues to search
among words starting with the letter “A”. This in
turn leads to an increase in search speed.

The "to_tsvector ()" function above stores
lexical words and information about their
location in an array built into the tsvector type.
This lexical position of the keyword is used to
calculate the number of search results and other
information, the participation of the keyword in
the search process. The function also supports
logical operations. An example is Figure 3. All
queries were executed in PostgreSQL.

[Dedi e a0 Vo lm Vgemed

i ’:::e;*_\nap;a“

{

SELECT to tavector ('Teckani iEIERcaliA anropima fap%a MUMRDNR VORI ')

T poB0sa

Beigop AaHbD:  TcTo0NTa i o0

(chueis | g

Toolumn?
boolean

1t

Figure 3.

In Figure 3, if the query “Tusumaapuga” is
contained in the text, the result returns a true
value. If another word is added because the
request is not of a text type, the result will
return an error. For this, PostgreSQL has two
functions that convert tsquery queries to text.
These are plainto_tsquery() and to_tsquery().

The plainto_tsquery() function converts a
query into a text representation. The function
uses the logical operation AND (&) to combine
words. As an example, we give Figure 4.

Megeiyue Epos V| Vg Ynammset

SELECT plainto tsquery ('Teckapi niexcaid anropump');

{

Tlahenk BaBIa

Bhigog Qathel TocpomamEsnee  Coduews Koo

plainto_tsquery
tsquery

1 |‘Iac:{ap' § "mmercan’ & ’a.':opl{lyf|

Figure 4.

The to_tsquery() function supports logical
operations in addition to the AND element (&)
or the OR element (]|). An example is shown in
Figure 5.

MpeaEaywHe SmIcs V| Ymamme  YoamwmeE

SELECT to tsquery (' Teckapm & wHpexcamud |

<

anropumm ') ;

Tlaremb Se04a

BoiBop, JankbDc  MOCTPONTS M3 BoNDMHEH Conbiuetsm  Heropiss
to_tsquery
tsquery

1 |'meckap' & 'mEpexcan' | 'ammopuTy'

Figure 5.

One of the functions ts_rank() or
ts_rank_cd() is used to calculate the number of
complete requests for participation in search
results. Figure 6 below shows an example of this
function.

TTpeaLAyIE Do v Vaanms

Yaamms o

select id,texts,ts_rank(to_tsvect-:r{tex:s),t:-_tsq]ery[':l:ueni
order by ts rank desc;

")) from table file

{

Tarerb 86802

BuiBof faHHb | TOCTHONTS MEH BsPOMHER Coofiuenin | Woropws

Figure 6.
Therefore, the main purpose of this

function is to calculate the amount of
participation in the search query according to
this query and sort them in descending order.
Another important feature used in full-
text search in PostgreSQL is pg_headline(),
which allows you to select a keyword from the
contents of a search result. An example is shown

in Figure 7:

SELECT id,ts headline(texts, to tsquery('cucrema'))),ts rank cd

where ftvs @@ to_tsquery('cucrema')
order by ts rank cd desc) as foo

<

Bfrom (select id,texts,ts rank cd(ftvs,to_tsquery('cucrema')) from table file

Mavems mmona

Beitog Ranbne | TR mnurens  Coofusin Ao

id  ts_headline
integer text

W
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When a search query is entered using the
text search functions listed above, the binary
search algorithm quickly and accurately finds
information and returns a result matching the
query.

Using the above functions, we give the
following example:

SELECT ts_headline(texts, q, ' startsel = #,
stopsel = # '),

ts_rank_cd(ftvs, q)

FROM table_file,

plainto_tsquery(' MarucTpauk
JuccepTanusa ') q

WHERE q @@ ftvs

The result is as follows:

ts_headlne ts_rank o

text real

Hlememmed $mccepramied moer 1-fof maiEnnen wenonommmcy 0, 201613
Hlememmnd $TCCEDTAINES BCO0G! EORCHEN ACOCTALL 020027

Figure 8. Search results.

The search process performs the following
sequence of steps.:

- The plainto_tsquery() function converts the
search query into text format and separates
them into a separate representation of
keywords.

- Keywords are searched from an array of lexical
words generated by the to_tsvector() function. If
keywords are present, the desired file is
selected, otherwise it does not return a value.

- The ts_rank() function calculates the number
of keywords in the text using an array of
keywords and lexical words.

- The pg headline() function separates the
keywords that appear in the text with the
symbol attached to them and, finally, returns all
the results together.
CONCLUSION:

The article analyzes the working
mechanisms of existing modern search engines,
binary, interpolation and sequential search
methods. The results of the analysis can be used

to develop general functional requirements for
a database of electronic documents when
creating an advanced search system.

Based on the foregoing, further studies
will study the use of indexing databases and
search engines|[1,6].
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