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ABSTRACT: 

  This article discusses the methods of 

search algorithms used in modern search 

engines, which are currently being 

developed and have a wide range of 

capabilities. The performance mechanisms 

of existing modern search engines, binary, 

interpolation and sequential search 

methods were analyzed. The results of the 

analysis can be used to develop general 

functional requirements for a database of 

electronic documents when creating an 

advanced search system. 
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INTRODUCTION: 

The growing volume of electronic 

documents causes problems with finding the 

necessary information quickly and accurately. 

As a solution to this problem, many large 

companies working in the field of software 

development, presented their products. Work is 

also underway to further improve them [1].  

In this regard, the study of search 

algorithms used in advanced search engines is 

one of the relevant studies.  

This article discusses the search 

algorithms used in modern search engines, 

which are currently being developed and have a 

wide range of capabilities.  

Search is one of the main operations in 

data processing, and its task is to determine  

 

whether to find the data corresponding to this 

argument in the database by the given argument 

(key). 

 

MAIN PART: 

All search algorithms are divided into 

static and dynamic algorithms. When 

performing a static search, the running time of 

the algorithm does not change. However, during 

a dynamic search, the size or content of the data 

to be searched may change. In addition, search 

algorithms are divided into algorithms that 

work with disordered data, and algorithms that 

work with pre-sorted data. To get the sorted 

data, first all the elements are sorted in a specific 

order to increase the search speed. An example 

of this method is a dictionary search in which all 

information is sorted alphabetically [2]. 

Based on this, we will look at the search 

methods listed in Figure 1 below. 

 
Figure 1. Search methods. 

Objects are made up of many elements. 

These elements are called keys and are the 

index letter ki, which indicates the number of 

the element. The function of the search system 
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is to search for the key ki from the key arrays 

{k1, k2, k3, k4, …, kn } and display the result. The 

search result in two cases: the key you are 

looking for is available or not available [3]. 

Consider the above methods separately with 

examples. 

 

SEQUENTIAL SEARCH METHOD: 

When the elements of the array are stored 

as a list, we can say that there is a linear or serial 

connection between them. Each element is 

stored in a specific position, that is, in the index. 

If several elements are sorted, we can go 

through them sequentially. This process leads to 

a series of searches. The array specified in the 

sequential search method is not required to be 

sorted. From the first item to the last search 

item, each item is compared with a search key 

until a key to search is found. The sequential 

search method consists of the following steps: 

where A[1…n] is an array, k is the key to search.  

Step 1: we get the first element of the 

array i = 1; 

Step 2: if i<n, go to step 3, otherwise go to 

step 5. 

Step 3: if A[i]=k is equal, the search was 

completed successfully, if A[i]≠ k, go to 

step 4.  

Step 4: we get the next element of the 

array i + 1 and go to step 2. 

Step 5: the search failed, that is, the key k 

was not found. 

The sequential search method can search 

through ordered and unordered arrays. In an 

unordered array, elements can be located in any 

serial number, and the key to search for each 

element is compared n times (n – array length) 

[4]. In this case, the result is in two different 

situations, that is, the key that is searched in the 

array is present or absent. 

Example: an array - 

{23,70,36,9,58,25,22,50,15,45} is specified, and 

a key search of k = 25 is required. Initially, the 

array is the first, i.e. we take the element at 

position 0 and compare it with the key 23 ≠ 25. 

Thus, the obtained value is not equal, so we get 

the next element 70 ≠ 25, this element is also not 

equal, we get the next element again until the 

search key is found and the process continues. 

6-қaдaмдa 7-пoзициядaги элемент  

қидирилaётгaн кaлитгa тенг 25 = 25 вa  

қидирув мувaффaқиятли якунлaнди. If the 

key you are looking for is k = 26, that is, it does 

not exist in the array, the search is performed to 

the last element, and the search ends 

unsuccessfully. 

If the array is sorted and the elements of 

the array are in ascending order, the search is 

performed by comparing each element from the 

first element with the key that you are looking 

for until the key is found, if the key you are 

looking for is in the array. If the array does not 

contain a key to search, this further reduces the 

algorithm. Let A [1 ... n] be an array, k = 26 is the 

key to search. 

Мaссив - {10,14,15,19,22,25,31,46,50,55} 

We search from the first element to a value 

of 31, because the values after the number 31 

are greater than the key we are looking for. If the 

desired key k was not found during the search, 

the array is not compared with the last element, 

and the search stops in the middle of the array. 

Thus, the application of this method is effective 

in small arrays. 

 

INTERPOLATION SEARCH METHOD: 

This search method is designed to search 

by sorted data. The essence of this algorithm is 

to separate the required element for comparing 

keys. In the interpolation search algorithm, the 

index of the element that is sought for part of the 

array is selected by specifying it.  

As mentioned earlier, the interpolation 

search engine considers an element that is not 

located in the middle of the array and is 

determined by the following formula at each 

step d [5].  

               d = [
(j−i)(K−Ki)

(Kj−Ki)
]                           (1) 
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 Here i is the sequence number of 

the first element of the array under 

consideration; 

 j – serial number of the last 

element of the considered array; 

 К – is the key to search; 

 Ki , Kj  - key values located at 

positions i and j. 

 [ ] – get the whole part of the result. 

If the source array is sorted as arithmetic 

progression or reduction, multiplication, this 

search method is successful, otherwise the 

algorithm may not perform the search. We will 

consider the principle of the method in the 

following example. 

Array - {4, 5, 10, 23, 24, 30, 47, 50, 59, 60, 

64, 65, 77, 90, 95, 98, 102}. 

Let this key search K = 90 be required. 

In the first step, we define the element in 

step d. Here i=1, j=17, Ki=4 and Kj=102.  

                                d =

[
(17−1)(90−4)

(102−4)
]=[14.04]=14 

Therefore, the desired key is compared 

with the number in the serial number K15, 95> 

90 [3]. Thus, the value we found is larger than 

the key we are looking for, so we shorten the 

search field and define d again. i=1, j=15, Ki=4 

and Kj=95. 

Array - {4, 5, 10, 23, 24, 30, 47, 50, 59, 60, 

64, 65, 77, 90, 95} 

d = [
(15−1)(90−4)

(95−4)
]=[13.23]=13  

K14 is compared with the number in the 

sequence number whose key is being searched, 

90 = 90. This means that the key you are looking 

for is in the 14th digit. 

When developing this method, a number 

of problems may arise. For example, let an array 

be given in the following order:  

Array - {2,4,5,9,10,12,18,20,280,1000} 

If the desired key is K = 10, finding d by 

formula (1) is as follows. 

d = [
(10−1)(10−2)

(1000−2)
]=[0.07]=0 

First, we compare the element with the 

number 10> 2 so that it is larger, and continue 

the search on the right side of the array. You can 

see that the denominator of formula (1) is a 

sufficiently large number, and if K is a small 

value, and the array consists of thousands of 

elements, the value d will appear in increments 

of one hundred or one hundred thousand steps. 

In this case, we need to bring d closer to a larger 

value. If the array is in an unordered state, using 

this method is not considered effective. 

 

BINARY SEARCH METHOD: 

The most efficient search method from 

sorted files in an array view is the binary search 

method. The algorithm was proposed by J.V. 

Mauchly, and the essence of the algorithm is as 

follows. The search argument is compared with 

the value located in the center of the array, if 

they are equal, the search is completed 

successfully. If the values are not equal, continue 

searching in the right or left side of the file. 

When comparing each argument, the length of 

the array is halved [6]. The algorithm searches 

by sorting arrays and comparing aggregates. 

The algorithm consists of the following 

sequences. Here K is the required argument. 

 

Step 1: The upper u and lower l of the 

search boundary are set: l = 1, u = n. 

Step 2: If u <1, the search is not 

performed; otherwise, the value i 

corresponding to the average value of the array 

under consideration is determined, then 

               𝐢 = (𝐧/𝟐) + 𝟏                                 (2)      

 if n is even, then   

 

                   𝐢 = (𝐧/𝟐).                                  (3) 

Step 3: If К<Кi, go to step 4, if К>Кi, go to 

step 5, if К=Кi, the algorithm is completed 

successfully.  

Step 4: We change the upper limit of the 

array u = i-1 and go to step 2.  
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Step 5: We change the upper limit of the 

array 𝐥 = 𝐢 + 𝟏 

and go to step 2. 

To better understand this algorithm, let's 

look at the following example. The length of the 

array is n = 16, and the searched argument is k 

= 26.  

Array - [2, 5, 9, 11, 12, 15, 18, 20, 23, 25, 

26, 30, 36, 37, 39, 40] 

Determine the value at the center of the 

array i = (16/2) = 8. The received argument is 

compared with the received key 26 <20, since 

the argument is large, the search continues to 

the right of the array, and we change the lower 

limit.   

Array: 2, 5, 9, 11, 12, 15, 18, 20, [23, 25, 26, 

30, 36, 37, 39, 40] 

Here, the key obtained is also compared 

with the aggregate 26 <30, since the aggregate 

is small, it moves to the left of the array, and the 

upper boundary changes.  

Array: 2, 5, 9, 11, 12, 15, 18, 20, [23, 25, 

26], 30, 36, 37, 39, 40 

In the next step, the above processes are 

also repeated, that is, the arguments are 

compared, 26> 25 the argument is large, so it 

moves to the right of the array, and the lower 

border changes. 

Array: 2, 5, 9, 11, 12, 15, 18, 20, 23, 25, 

[26], 30, 36, 37, 39, 40 

At the last step, the length of the array is 1, 

and comparison 26 = 26 is performed. The tool 

found is equal to the key and the result is 

obtained. If the argument that is searched in the 

last step is not equal to the key, it is concluded 

that the argument to be sought does not exist in 

the array. In our example, the key we are looking 

for is K = 26 and is in the tenth serial number of 

the array, we take this value as an answer. 

The above analysis methods were 

considered in the absence of an index and in 

small arrays. If we use these methods in this 

case in large arrays, this is not considered 

effective, since the search time increases and the 

speed decreases. In such cases, indexes are 

created to prevent deficiencies. 

We will see the application of these 

methods in PostgreSQL. PostgreSQL uses a 

number of functions to quickly and accurately 

search for text files. One of these functions is the 

to_tsvector () function, which converts the 

words in the text into an array of lexically 

significant words according to their position. 

Figure 2 below shows an array of lexically 

significant words (in russian and uzbek 

languages, cyrillic alphabet). 

 

 
Figure 2. Array of lexically significant words 

 

The vector values in this array are 

arranged in alphabetical order. In this case, the 

sequential search method cannot be used, 

because if you need to search for the word 

“ажратиш” in an array, comparing along the 

serial path takes a lot of time. In this case, the 

binary search method is used. It divides the 

array into two equal parts and determines 

whether the search is performed on the right or 

left. The reason is that the array is in 
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alphabetical order, so it continues to search 

among words starting with the letter “A”. This in 

turn leads to an increase in search speed. 

The "to_tsvector ()" function above stores 

lexical words and information about their 

location in an array built into the tsvector type. 

This lexical position of the keyword is used to 

calculate the number of search results and other 

information, the participation of the keyword in 

the search process. The function also supports 

logical operations. An example is Figure 3. All 

queries were executed in PostgreSQL. 

 
Figure 3. 

In Figure 3, if the query “тизимларида” is 

contained in the text, the result returns a true 

value. If another word is added because the 

request is not of a text type, the result will 

return an error. For this, PostgreSQL has two 

functions that convert tsquery queries to text. 

These are plainto_tsquery() and to_tsquery(). 

The plainto_tsquery() function converts a 

query into a text representation. The function 

uses the logical operation AND (&) to combine 

words. As an example, we give Figure 4. 

 
Figure 4. 

The to_tsquery() function supports logical 

operations in addition to the AND element (&) 

or the OR element (|). An example is shown in 

Figure 5. 

 
Figure 5. 

One of the functions ts_rank() or 

ts_rank_cd() is used to calculate the number of 

complete requests for participation in search 

results. Figure 6 below shows an example of this 

function. 

 
Figure 6. 

Therefore, the main purpose of this 

function is to calculate the amount of 

participation in the search query according to 

this query and sort them in descending order. 

Another important feature used in full-

text search in PostgreSQL is pg_headline(), 

which allows you to select a keyword from the 

contents of a search result. An example is shown 

in Figure 7: 

 
Figure 7. 
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 When a search query is entered using the 

text search functions listed above, the binary 

search algorithm quickly and accurately finds 

information and returns a result matching the 

query. 

Using the above functions, we give the 

following example: 

SELECT ts_headline(texts, q, ' startsel = #, 

stopsel = # '), 

ts_rank_cd(ftvs, q)  

FROM table_file, 

plainto_tsquery(' мaгистрлик 

диссертaция ')  q 

WHERE  q  @@  ftvs 

The result is as follows: 

 
Figure 8. Search results. 

The search process performs the following 

sequence of steps.: 

- The plainto_tsquery() function converts the 

search query into text format and separates 

them into a separate representation of 

keywords. 

- Keywords are searched from an array of lexical 

words generated by the to_tsvector() function. If 

keywords are present, the desired file is 

selected, otherwise it does not return a value. 

- The ts_rank() function calculates the number 

of keywords in the text using an array of 

keywords and lexical words. 

- The pg_headline() function separates the 

keywords that appear in the text with the 

symbol attached to them and, finally, returns all 

the results together. 

-  

CONCLUSION: 

The article analyzes the working 

mechanisms of existing modern search engines, 

binary, interpolation and sequential search 

methods. The results of the analysis can be used 

to develop general functional requirements for 

a database of electronic documents when 

creating an advanced search system. 

Based on the foregoing, further studies 

will study the use of indexing databases and 

search engines[1,6]. 
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