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LANGUAGE IDENTIFICATION SYSTEM USING MFCC AND 

SDC FEATURE 

 

Abstract: 

 Speech recognition is technology which 

recognizes the spoken words and phrases and converts 

them to a machine-readable format. Speech recognition 

gives information about the spoken word, speaker, and 

language. According to this information, speech 

recognition has classes as text recognition, speaker 

recognition, and language identification. This system is 

to find out specific language from speech samples. The 

speech signal is basically intended to carry the 

information about the linguistic message, it also 

contains the language-specific information. In this 

regard, this work undertakes the study and 

implementation of Language Identification System 

using GMM classifiers. This system is based on Mel-

frequency Cepstral Coefficients and Shifted Delta 

Cepstral feature extraction techniques. MFCC gives the 

information about human vocal tract shape and SDC 

gives the information about phonemes. In this language 

identification system combination of MFCC and SDC 

feature is used for better results and Gaussian Mixture 

Model is used as a classifier to increase the accuracy of 

identifying a language. This system works with 17 

languages as Eastern Arabic, Bengali, German, Hindi, 

Hungarian, Japanese, Kannada, Malayalam, Kashmiri, 

Portuguese, Urdu, Russian, Spanish, Marathi, Tamil, 

Panjabi, and English. 

 

 

Keywords: Language Identification, MFCC, SDC, 

GMM. 
 

I. INTRODUCTION 

Speech recognition is a process of converting an 

acoustic signal, captured by a microphone or a 

telephone, to a set of words. Speech recognition is 

technology which recognizes the spoken words and 

phrases and converts them to a machine-readable 

format. Speech recognition gives information about a 

spoken word, speaker, and language. According to 

this information, speech recognition has classes as 
Text recognition, Speaker recognition, and language 

identification. Speech recognition system has input as 

speech sample and extracts required information 

from a speech signal.In our everyday life, there are 

many forms of communication, for example: body 

language, a language of the text, pictorial language 

and speech, etc. But between these forms speech is 

always considered to be the most powerful form 

because of its rich dimension of dimensions. Except 

for river text (words), the rich dimensions also apply 

to the gender, attitude, emotion, health, and identity 

of the speaker. This information is very important for 

effective communication. In terms of signal 
processing, speech can be characterized with respect 

to the signal transmission information. The waveform 

can be one of the representations of speech, and this 

type of signal is most useful in practical applications. 

By retrieving the signal, we can get three basic types 

of information: spoken text, language, and speaker 

identification. Speech signal with three recognition 

systems Speech (text) recognition, speaker 

recognition and language recognition [14]. 
 

 
 

Fig 1.1 Language Identification System 
 

Language recognition is a concept of identifying 

language from speech samples. To such type of 

recognition system has to work on feature extraction 

operation. Speech signals contain parametric 

information that is features of a speech signal. 

Language identification depends on phonetics and 

phonemes features. Each language is having unique 

phonemes according to that we can identify a 
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particular language. In language recognition system, 

feature extraction operation computes MFCC that is 

Mel Frequency Cepstral Coefficients and SDC that is 

Shifted Delta Cepstral. Combining these MFCC and 

SDC system got accurate phoneme for particular 
language and according to that recognition is done 

[4]. 

  
 

II. LITERATURE REVIEW 

A. Feature Extraction 

Speech sample carries a special type of 

information that can be express speaker identity and 

language identity. This included language and 
speaker-related information such as phonemes, vocal 

tract shape, excitation source, behavior features, 

temporal information and acceleration information. 

Temporal information and acceleration information 

can be used for language recognition. Feature 

extraction is a technique to extract these type of 

information from speech sample and representing this 

into parametric information. This parametric 

information knows as features then used in language 

identification. 

Manish Gupta, ShambhuBharatiet al. [1] gives 

the systematic approach to identify language from 
speech samples using Linear Predictive Coding and 

Mel-Frequency Cepstral Coefficient features. They 

increase Performance of language identification by 

combining MFCC and LPC features. In this system 

reason behind using MFCC and LPC features were 

these features contain information about vocal tract 

shape and information about language which can be 

used in identification. They developed three systems 

according to MFCC, LPC individually and a 

combination of features MFCC and LPC. They 

compared these three systems and conclude that 
combination of MFCC and LPC features gives better 

results. 

S. Jothilakshmi, V. Ramlingamet al. [2] 

developed a language identification system based on 

MFCC, Delta and acceleration, SDC. They developed 

three types of system 1st using MFCC 2nd using 

MFCC, delta MFCC and acceleration 3rd using SDC. 

Delta MFCC and acceleration features give temporal 

information of language speech. They compared 

system performance between MFCC, MFCC with 

delta and acceleration and SDC features for 9 Indian 

languages. This system declared MFCC with delta 
and acceleration features has better results than other 

features. 

Shashidhar G. Koolagudiet al. [3] developed a 

system for identifying language from speech samples 

using Mel Frequency Cepstral Coefficient. MFCC 

features contain information of vocal tract system. 

Theydeveloped this system to compare system 

accuracy using different number of MFCC features. 

The accuracy of this system using 19 MFCC 
coefficients is 88.4% and for 29 MFCC coefficients 

87.6 %. Hence in this work, they declared as 

language identification system based on MFCC 

features gives better result on more number of 

features extracted by speech.   

UtpalBhattacharjeeet al [4] developed a language 

identification system using MFCC and SDC as 

features. They developed based line system using 

MFCC feature and made an addition to this system 

by extracting SDC feature. Later they prepared 

system based on SDC and combination of MFCC 

with SDC features. They compared system using 
MFCC features, SDC features and combination of 

MFCC and SDC features. This work has shown that 

combination of MFCC and SDC features gives a 

better result. 

Bo Yin, Fang Chen et al. [6] proposed a system 

of language identification to study different features 

extraction techniques for SDC, MFCC and PLP 

features. They developed language identification 

system using SDC feature which gives information 

about phoneme of languages. PLP features are mostly 

used in emotion and gender recognition by speech. 
They also compared system using MFCC and PLP 

features with different coefficient numbers. After 

successfully tested the system it declared that less 

number of coefficient of feature gives a better result.  

Jue HOU, Yi LIU et al.[7] gives a systematic 

approach to identify language from speech samples 

using Cepstral and prosodic features. They developed 

a system using combination of SDC and pitch 

counter features. The accuracy of this system using 

SDC feature was 75 % and using Pitch features 

71.6%.  

AbhijeetSangwanet al. [8] implemented a system 
for language analysis based on knowledge of speech. 

The developed method automatically extracts key 

production traits or "hot-spots" which have 

significant language discriminative capability. In this 

system, the speech utterances were parsed into 

consonant and vowel clusters. The production traits 

for each cluster is represented by the corresponding 

temporal evolution of speech articulatory states. 

Abhijeet Kumar, H. Hemaniet al. [12] 

implemented language identification system to train 

with acoustic features. MFCC, SDC features were 
used in this system as feature extraction technique. 

They have done work on various preprocessing 
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techniques for noise removal, speech activity 

detection, speaker normalization, channel 

normalization. These preprocessing technique 

improved accuracy in feature extraction and 

decreased the time taken by train operation. They 
compared MFCC and SDC features in language 

identification system.  

ChithraMadhu, Anu George et al. [13] gives an 

approach for identifying language implemented on 

language dependent phonotactic features and 

prosodic information of particular language. They 

developed two types of language identification 

system as phonotactic system with 72 % accuracy 

and prosodic system with 68% accuracy.  

B. Classification 

Manish Gupta, ShambhuBharatiet al. [1] gives a 

systematic approach to identify language from speech 
samples using Linear Predictive Coding and Mel-

Frequency Cepstral Coefficient features. They 

developed a system for identifying language based on 

Support Vector Machine and Random Forest 

classification technique. This system worked well 

with 92.60% on 6 different languages. 

S. Jothilakshmi, V. Ramlingamet al. [2] 

developed a language identification system which 

worked in two levels of identification. In first level 

identification system identifies a family of language 

and in the second level of identification system 
identifies particular language from identified family. 

This system developed to study three types of the 

classifier as Artificial Neural Network, Hidden 

Markov Model, and Gaussian Mixture Model. It is 

shown that LID system using GMM classifier worked 

better than other classifiers with 80.56 % accuracy.  

Shashidhar G. Koolagudiet al. [3] developed a 

system for identifying language from speech samples. 

This system is developed for 15 Indian languages and 

used GMM (Gaussian Mixture Model) as a classifier. 

Using GMM classifier system was trained with 

parameters of Gaussian distribution and for K-means 
algorithm was used to make clusters. In all 

conditions, this system gives 100% accuracy for 

Assamese, Marathi, Nepali, Tamil, Urdu languages in 

identification. This system worked with 88% 

accuracy on 15 languages.  

Ravi Kumar, Hari Krishna et al. [5] implemented 

a system of language identification using Cepstral 

features. They used MFCC as Cepstral feature and 

GMM-UBM as a classifier and developed this system 

to compare the accuracy of GGM based language 

identification to GMM_UBM based language 
identification. This system declared that GMM-UBM 

classifier is better than GMM classifier and improves 

the accuracy by 7% to 8% of identification. This 

system developed using speech samples from 

IITKGP-MLILSC.  
 

AbhijeetSangwanet al. [8] implemented a system 

for language analysis based on knowledge of speech. 

The developed method automatically extracts key 

production traits or "hot-spots" which have 

significant language discriminative capability. In this 

system, the speech utterances were parsed into 

consonant and vowel clusters. The production traits 

for each cluster is represented by the corresponding 

temporal evolution of speech articulatory states. A 

selection of these production traits are strongly tied to 

the underlying language and exploited for identifying 
languages. This system carried out on 5 closely 

related languages spoken in India namely, Kannada, 

Tamil, Telugu, Malayalam, and Marathi. The LID 

accuracy of 65 % is achieved with this system.  
 

Mendoza, Sergio, et al. [11] they developed a 

highly accurate automatic language identification 

system based on large vocabulary continuous speech 

recognition (LVCSR). Each test utterance is 
recognized in a number of languages, and the 

language ID decision is based on the probability of 

the output word sequence reported by each 

recognizer. Recognizers were implemented for this 

test in English, Japanese, and Spanish, using the 

Ricardo corpus of telephone monologues. When 

tested on the OGI corpus of digitally recorded 

telephone speech, they obtained error rates of 3% or 

lower on 2-way and 3-way closed-set classification of 

ten-second and one-minute speech segments. 
 

Chakroun, Rania, Yassine Ben Ayedet al. [21] 

developed language identification system to study 

Support Vector Machine Classifier. This system was 

implemented in six languages as German, English, 

Arabic, Spanish, French, and Italian. This system was 

implemented using acoustic features classification. In 

support vector machine every sample of the speech 

signal is characterized by a unique vector of 
parameters, which does not correspond to the 

perceptive reality of the speech, which is continuous 

by nature. The system worked well with 89.72% 

accuracy. 
 

Ossama Abdel Hamid, Hue Jiang et al. [24] 

developed a system for speech recognition. They 
applied Convolutional Neural Network to recognize 

speech within the framework of hybrid Neural 

Network – Hidden Markov Model. In this system, 

they used local filtering and max-pooling in 

frequency domain to normalize speaker variance to 

achieve higher multi-speaker speech recognition 

performance. They proposed CNN architecture to 
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evaluate speaker independent speech recognition task 

using the standard TIMIT datasets 

 

Table 2.1 Summary of prior works on language 

identification system. 

 
 

Sr. 

No 
Features Classification  No. 

of 

Lang. 

Remark 

% 
Refer

ence 

1 MFCC,LPC SVM, 

Random 

Forest 

Techniques 

6 92.6 [1] 

2 MFCC, 

Delta, 

Acceleration 

ANN, 

HMM, 

GMM 

9 80.56 [2] 

3 MFCC GMM 15 87.60 [3] 

4 MFCC,  

SDC 

GMM 4 93.60 [4] 

5 MFCC GMM, 

UBM, 

GMM-

UBM 

27 88.40 [5] 

6 SDC, 

Cepstral 

GMM-

UBM 

10 81.70 [6] 

7 SDC, Pitch 

Counter 

GMM, 

SVM 

2 79.60 [7] 

8 Phonological HMM 5 79.00 [10] 

9 MFCC, SDC GMM 4 78.00 [12] 

10 Phonotactic, 

Prosodic 

ANN 7 72.00 [13] 

11 MFCC SVM 6 89.72 [21] 

12  Rhythm, 

Vowel 

GMM 7 88±5 [24] 

 

III. Definition and Model 

A. Feature Extraction  

Speech sample carries special type of 

information that can be express speaker identity and 

language identity. This include language and speaker-

related information such as phonemes, vocal tract 

shape, excitation source, behavior features, temporal 

information and acceleration information. Temporal 

information and acceleration information can be used 

for language recognition. Feature extraction is a 

technique to extract these type of information from 

speech sample and representing this into parametric 

information. This parametric information knows as 
features then used in language identification. This 

system works on MFCC and SDC feature extraction 

technique [12]. 

 Mel Frequency Cepstral Coefficient  

Mel frequency Cepstral coefficient feature is 

mostly used in speaker recognition system. Using 

MFCC feature extraction technique can extract vocal 

tract shape, excitation source from speech sample. 

This information is necessary for speaker 

identification. By computing delta of MFCC feature 
can get temporal and acceleration information of 

speech signal and that will be used in language 

identification. In this system combination of MFCC 

and SDC features are used to identify language [8]. 

 

Fig. 3.1 Illustrates steps in MFCC feature 

extraction. 

Fig. 3.1 is block diagram for MFCC feature 

extraction technique illustrates the steps to compute 

MFCC feature vector. The speech signal is having a 

large amount of data and that is difficult to analyze at 

one time. Therefore perform framing on the speech 

signal to minimize difficulties in analysis of speech 

signal. In framing speech signal is divided into small 
parts of 20 or 30 milliseconds known as frames. So 

short time analysis is possible by framing then its 

properties are fairly stationary. Framing is a process 

of cutting speech signal on some time duration so 

there is a possibility to lose some points from a signal 

and hence the loss in information. To overcome this 

problem windowing is applied. Thatis 2nd step in 

MFCC feature extraction technique. In this system 

hamming window is used to applying windowing 

function. Next step is applying Fast Fourier 

Transform on speech frames. FFT is an algorithm to 

compute discrete Fourier transform of speech signals. 
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Discrete Fourier transform is a process of converting 

time domain signal to frequency domain signal which 

helps analyze speech signal easily. Next step is to 

applying Mel frequency warping on signal to make 

the feature more closely what humans hear. Mel 
frequency warping converts the real frequency scale 

into human perceived frequency scale as per human 

auditory system. Mel frequency warping is done by 

applying filter banks on the speech signal. The 

formula for converting from frequency to Mel scale: 

 

Mel (f) =2595.log10(1+f / 700) 

 

The final step to compute MFCC feature vector is 

calculating log and applying inverse DCT on the 

speech signal. 

 Shifted Delta Cepstral Coefficient 

Language identification system improves the 

performance by combining MFCC and SDC feature. 

SDC feature gives the information about phonemes 

of languages. Every language is having a unique 

phoneme. By this information language identification 

system identifies language correctly. SDC feature 

vector is calculated by stacking delta Cepstral 

calculated across multiple speech frames [2]. In SDC 

feature extraction shifting delta, operation is applied 

to frame-basedacoustic feature vectors in order to 

create the newly combined featurevectors for each 
frame.To compute SDC feature vector we have to 

pass four parameters namely written as N-d-p-k. SDC 

feature is calculated from MFCC features so N is a 

number of coefficient in MFCC vector.The parameter 

d determine the spread over which deltas are 

computed, and the parameter P determines the gaps 

between successive delta computations and k defines 

the number of blocks [12]. For time t obtain: 

△ 𝑐(𝑡, 𝑖) = 𝑐(𝑡 + 𝑖𝑃 + 𝑑) − 𝑐(𝑡 + 𝑖𝑃 − 𝑑) 

For i =0, 1, 2, 3,..., k-1 

The stacked SDC coefficients are: 

𝑆𝐷𝐶(𝑡) = [△ 𝑐(𝑡, 0)𝑡 △ 𝑐(𝑡, 1)𝑡… . .△ 𝑐(𝑡, 𝑘 − 1)𝑡]𝑡 

 

B. Classification Technique 

 Gaussian Mixture Model 

Gaussian Mixture Model has mostly used 

classifier in language identification system to classify 

languages by using acoustic features of a speech 

signal. In this work, GMM is used to create language 

models for individual languages to train. In this EM 

algorithm is used to find out parameters and K-means 

algorithm is used to clustering the languages models. 

GMM is mostly used the parametric model of 

probability distribution.A GMM is a probabilistic 

model for density estimation using a mixture 
distribution and is defined as a weighted sum of 

multivariate Gaussian densities [2].The Gaussian 

mixture model is a weighted sum of Gaussian 

distributions which is able to model an arbitrary 

distribution of observations. The likelihood of a 

GMM model l for an observation x is given as below: 

𝑃(𝑥|𝝀) = ∑ 𝑤𝑚𝑝𝑚(𝑥),

𝑀

𝑚=1

 

Where 𝑤𝑚is the weight of the mth Gaussian 

density𝑝𝑚(𝑥): 

𝑝𝑚(𝑥) =
1

(2𝜋)
𝐷

2 |∑𝑚|
1

2

exp{−
1

2
(𝑥 − µ𝑚)∑(𝑥 − µ𝑚)

−1

𝑚

} 

In above equation, µ𝑚  and ∑𝑚are the mean vector 

and the covariance matrix of the mth Gaussian, 

respectively. Additionally in first equation, ∑ 𝑤𝑚
𝑀
𝑚 = 

1 and 𝑤𝑚> 0. 

IV. EXPERIMENTAL SETUP 

 

A. Training Data and Testing Data  
 

This system works with 17 languages as Eastern 

Arabic, Bengali, German, Hindi, Hungarian, 

Japanese, Kannada, Malayalam, Kashmiri, 

Portuguese, Urdu, Russian, Spanish, Marathi, Tamil, 

Panjabi, and English. We trained 300 speech samples 

of 17 different languages which are collected by 

CAIR, DRDO. The trained speech samples are of 40 

to 60 sec all are wave files. It takes 20 to 25 minutes 

to train system with these 300 speech samples. 

Duration of testing speech sample is 30 to 40 

seconds. The test set consist of 90 such speech 

samples to identify. 

 

B. Model Training  
 

MFCC and SDC feature vectors are computed 

for all 17 languages. 17 MFCC features and 54 SDC 

features are computed and combined together to 

create language model using GMM. Multivariate 

GMM consisting of 17, 54 mixture components were 

trained. 
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V. RESULT AND DISCUSSION 
 

A. Feature Extraction 

This system mainly works to combine MFCC 

and SDC features and trained with GMM. The 

system first computes MFCC feature vector. To 

compute MFCC feature speech samples are divided 

into N numbers of frames with 30 ms duration. 

Below fig. 5.1 shows an example of a single frame of 

the speech sample.  

 
Fig. 5.1 Single frame of 30 ms. 

We computed MFCC feature vector of 12, 15 and 17 

no of the coefficient for each speech sample. The 

figure gives the graphical representation of MFCC 

feature vector of 12 coefficients.  

 
Fig. 5.2MFCC spectrum. 

To compute SDC first need to calculate delta of 

MFCC features. For 12 coefficient of MFCC feature 

of single frame 12 delta coefficients are calculated. 

The figure shows a graphical representation of 

MFCC delta coefficients of a single frame.    

 
Fig. 5.3 MFCC delta spectrum 

Then Computed SDC features by using MFCC and 

MFCC delta coefficients. In this system to compute 

SDC features, we have taken parameter (N, d, P, k) 

as (12, 3, 1, 3) for 12 MFCC coefficients and (17, 3, 

1, 3) for 17 MFCC coefficients. The figure shows a 

graphical representation of SDC features of a single 

frame.  

 
Fig. 5.4Shifted Delta Coefficients. 

B. Results of Overall System 

This system is tested with 3 different combinations of 

features. For 12 MFCC coefficient computed 24 

MFCC and delta features and 36 SDC features. The 

testing accuracy of this combination is 76.47%.For 

15 MFCC coefficient computed 30 MFCC and delta 

features and 45 SDC features. The testing accuracy of 

this combination is 88.23%.For 17 MFCC coefficient 

computed 34 MFCC and delta features and 51 SDC 

features. The testing accuracy of this combination is 

94.12%.This system gives a better result for third 

combination that is 17 MFCC, 34 delta and 51 SDC 

coefficients than others.  

VI. CONCLUSION 

Language identification system is a system to 

identify language from speech samples. This LID 

system is based on GMM model and MFCC and SDC 
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features. From this system, we observed that 

combining MFCC and SDC features gives better 

results to identify the language. With this system, we 

are getting 94.12% of accuracy in 17 languages. By 

this results, we observed that using more number of 

features to train, gives a better accuracy of 

identifying language but increase in computational 

work and time. Further work is to a testing system 

with more number of languages and decreasing 

computational work by applying various 

preprocessing methods. System accuracy of 

classifying languages will be improved by combining 

two classifiers. 
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