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AUTOMATIC INFORMATION EXTRACTION FROM TEXT 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abstract: 

 We present a method for automatic extract the 

hyponym-hypernym relations from the text data. In previous 

years many researchers were worked on this system but they 

use some pre-encoded knowledge and patterns for 

implementing this type of system. But this not that much use 

when we think about extracting more relations or discovering 

any new pattern. This type of system discovered one more risk 

which is once we use the predefined pattern and if this pattern 

failed to produce new pattern then all most all operation will 

fail due to the previous wrong pattern. The researcher was 

used semi-supervised machine learning approach for 

introducing such kind of information extraction system but 

this paper focuses on converting the semi-supervised machine 

learning approach into unsupervised machine learning 

approach for fully automatic extracting information from text. 

This paper is trying to focus on these previous issues. The 

paper focuses on two main objectives. (i) Avoid pre-encoded 

pattern for more efficiency. (ii) Define a method for 

automatically extracting useful relationships from an 

unsupervised machine learning approach. We demonstrate a 

machine learning approach and, especially, at different levels 

and in different ways, can be used to create a practical IE 

system. We unsupervised machine learning approach gives the 

better result than semi-supervised machine learning approach 

in term of information extraction. 

Keywords: Information Extraction, Machine Learning, 
Dependency parser, Regex Pattern, Hyponym Relation. 
 

I. INTRODUCTION 

There has been a rapidly increment in the amount of 
information available in the bank, social media, networked 
computers around the world, much of it in the form of 
natural language documents. Rapidly identify the exact 
information extraction from large available text is a need of 
Today’s users. We focused on finding the accurate solution to 
today's user's needs. Information extraction is defined as the 
process of extract structured data from unstructured text or 
data it requires the classification of data as well as semantic 
relationship mention within a set. In information extraction 
relation extraction is the main task. The key source of 
knowledge such as dictionary and thesauri like WordNet  

 

 

 

 

 

 

used to providing structured information from large text 
and processing natural language application. The process of 
Building such taxonomies is too costly and extremely slow 
process as well as labor intensive. As well as one more 
drawback of this type of semantic taxonomy are limited in 
scope and domain so the application has often limited their 
usefulness [1] [2].  

This paper attempt to build a method for automatically 
extracting the hyponym-hypernym relations. Consider one 
noun pair Y and X.  Noun Y is hyponym of noun X if noun Y is 
subtype of X. Thus “blue” is hyponym of “color” (and also 
“color” is hypernym of “blue”) there are too many examples 
of hyponymy-hypernym relation “furniture is a hypernym of 
“Desk”, “canine is a hypernym of “Dog”, and so on. We use a 
Regex pattern to search special kind of sentence which hold 
any pattern. Regular Expression is defined as a search for the 
sequence of characters or pattern within a longer piece of 
text. 

Most of the work related to the information extraction 
system has been based on semi-supervised machine learning 
approach in this they present the certain “lexico-syntactic 
patterns” which is used to present the semantic relation 
between two nouns. Some researchers have used a small 
number of hand-crafted patterns and try to find semantic 
relations from text this work discover the semi-supervised 
machine learning approach [2].   

The main difference between semi-supervised approach 
to machine learning and unsupervised approach to machine 
learning is in the semi-supervised approach we should give 
any few inputs and outputs to the system and system 
identify the next all outputs by observing the previous input 
outputs but this approach has less accuracy because we 
cannot sure about all previous input has correct. If all 
previous input and output have correct then only all possible 
predicted input and output will be correct in term of our 
previous system researcher given few patterns to 
information extraction system and a system able to find out 
remaining patterns for extracting the relations. But is this 
case we cannot give guaranty about all previous pattern will 
be correct if some previous pattern was failed then all 
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predicted pattern will be wrong it is a big issue when we use 
semi-supervised machine learning approach to designing 
such systems. This paper gives the best solution for this issue 
by using unsupervised machine learning approach. 

 

Fig 1 Information Extraction Architecture 
 

The process of information extraction is extracted 
structural data from the unstructured database. For doing 
this type of process there are some steps and each step is a 
subtask of information extraction. In information, extraction 
input is any raw text which is process by information 
extraction and relations are comes as a result. The first step 
of this process is segmentation. Is sentence segmentation 
each line is divided into separate segment then next task is 
tokenization in tokenization there is mainly two type of 
tokenization word tokenization and sentence tokenization 
both are suitable for this process. In word tokenization, each 
word considers as token and in sentence tokenization each 
sentence considers a sentence [22]. After tokenization of row 
text its need to assign tags for each token for identifies each 
token separately. The process of assign tags like noun (NN) 
proper noun (NP) determinant (DT) to each token is called 
as part of speech tagging. POS give as an input to the entity 
detection process it creates a number of trees and by 
processing this trees we are able to find out the relations 
between each word. And relations like hyponym hypernyms 
synonym is a final output of the information extraction [2].   

 

II. RELATED WORK 

Anisha Mariam Thomasa et al. in [6] provides 

information about the main text mining functions text 

clustering, text classification, text classification, emotion 

analysis, document summary, semi-supervised clustering, 

and is used as a supplementary step to classify text and is 

used to identify the contents of the text collection. The range 

of each text cluster is labeled with the texts label of it. 

Therefore, the use of text clustering here is for the 

preparation of classification model for the following 

classification phase. Whenever a new untitled text is 

available, then measure the texture of the equation with the 

center of the cluster and label its label with the nearest text 

cluster. The main purpose of this work is to improve the 

performance of the class, not the clustering. 

This material research has given us information about 

text classification using major text mining and semi-

supervised clustering and analyzes the exact values received 

by applying the same method of equality in the classification 

algorithm. The basic assumption is that the documents of 

each category come from multiple factors, which can be 

identified by clustering. To make a detailed description of 

the clustering process, unlabeled documents are used to 

alter the intermediate conditions of cluster candidates and 

labeled paper is used to capture the clutter of useless. This is 

a search-based approach to semi-supervision clustering. 

Marti A. Hearst et al. in [5] Receives automatic editing of 

echoes from large text corpora. The main purpose of this 

approach is to avoid pre-encoded knowledge and a wide 

range of textbooks. In this paper, they use semi-supervised 

machine learning methods. Writer hyponymy lexical 

relations create an automatic editing process for identifying 

hypnotic relations. 

Farid Ahmadi et al. in [8] a hybrid machine offers a 

learning perspective for IE, in which a hidden Markov model 

is used to refine the primary extraction issued by a text 

classifier. The hybrid approach was evaluated in the field  

Robert E. Schapire et al. in [9] provide a review of the 

Boosting Apocryte to Machine Learning. Boosting is one of 

the most common and proven effective methods of preparing 

the rule of a perfect verb rule so that the parts of the thumb 

and the exact rules can be implemented. Boosting is a 

common method to improve the accuracy and efficiency of 

any given algorithm. They are mainly focused on the 

AdaBoost algorithm. 

Harsha V. Madhyastha et al. in [10] introduced a plan to 

illustrate the incidents of documents and information about 

them. This plan was used by a set of rules that they propose 

to construct syntax structures provided by the link grammar 

system by predicting grammar and their subjects and 

objects. Having reviewed this paper I have learned the 

extraction of information which is one of the information 

extraction systems. Dependency is only about grammar as I 

know about link grammar, but the main difference is that 

this enduring gimmick gives a link from the grammar, but 

the key link in the link grammar is optional. It matters the 

relationship with the relationship pair. 
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 Jayaram, Kavitha, and K. Sangeeta et al. in [11] they 

illustrate system to extract information from the research 

paper. This includes removal from the general information 

system and a specific document. I got information about NLP 

and the potential findings are based on design decisions 

made for the initial stage. The difficulty also occurs during 

the overall process taken during the process. It is time-

consuming to find the right key phrase and finalize the right 

subsystem, but automation is followed in recent days. 

 Petralba, Josephine E et al. in [12] Provide information 

about how to get a database content in Wordnet for natural 

language processing. Through review, we understand that 

there is a variety of dictionary to choose resources from, like 

WordNet, Verb Net, Oxford Dictionary and Brown Corpus 

and so on. These documents select WordNet is the universal 

dictionary and expand the main domain dictionary based on 

WordNet.  

Li, Hu, and Yong Shi et al. in [13] Perspective on creating 

a natural language interface based on word net in a 

relational database that access by end users as well as end 

users access query a natural language database. To 

strengthen the system's credibility and user-friendliness, 

WordNet integrated into the base dictionary and theology as 

the basis of semantic knowledge economics from our 

perspective. By reviewing this paper, I understood how 

words use Net as the original dictionary, and this paper 

defines the entity-relational model for the relational 

database 

Savaş Yildirim. et al. in [14] The author of this paper has 

designed the automatic editing process for hypernym and 

hyponym connections. Disclosure means - In connection 

with the corpus, we propose fully automatic models depend 

on syntax, affiliation rules, and patterns. By reviewing this 

paper, we consider it a more productive and reliable 

dictionary of synthetic samples. We have seen that hyponym 

–hypernym pairs are easily removed by a Turkish language 

model.  

Zhang, Li, Jun Li, and Chao Wang. et al. in [15] Provide a 

method to remove the synonyms list. Traditional Synonyms 

extraction algorithms have some limitations, such as high 

computing complexity, time-consuming syntax, poor query 

delay, word2vech models avoid this problem, it is very 

efficient, has less computational complexity and faster 

calculation. In this paper, Word2AVC is used to calculate the 

similarity of terms used and the words are clustered by 

spectral clustering algorithms. The number of items in the 

same category is approximate, we consider each category as 

a keyword list. 

Bodrova, Anastasiya, and Natalia Grafeeva. et al. in [16]  

In this paper they describe the experience of the co-

reference statement of the Russian language. Co-Reference 

Resolution is a task to remove information. And this task is 

grouping the main target context element. This is the main 

purpose of implementing Clusteration Algorithm on News 

Wire Content in the Russian language. They go with two-step 

to get co-reference resolutions from the text. The first step is 

to mention the answer and the second is clustering. 

Ayodele, Taiwo, Rinat Khusainov, et al. in [17] this paper 

presents the system design and execution and summarizes 

email messages to groups. By reviewing this paper, we get to 

know that the subject used by system and text of e-mail 

messages based on user activity and summarizes every 

message coming out of the approach. 

Yu, Junjie, and Wenliang Chen, et al. in [18] author 

introduce a simple and effective approach for identifying the 

coordination on the parsing of dependency. First use seeds 

to find new rules on non-labeled data, and then they form 

pairs of pairs of pairs of words through rules. They propose 

ways to filter the candidates' rules and candidate 

coordination word additions.  

Mahajan, Vinod Shantaram, and Bhupendra Verma. et al. 

in [19] We review this paper to understand the semi-

supervised machine learning approach. In this paper, they 

are TCP and UDP Based on similar protocols, the streams are 

classified by analyzing and classifying applications like game 

messaging or news etc. The user classification or protocol is 

used to identify which classifications they do it. In this paper, 

he also included classification techniques of network traffic 

and its various issues. The author said that classification of 

network traffic is better to classify network traffic. 

Therefore, the method of learning a semi-supervised 

approach of the machine for the network traffic classification 

has been executed correctly.   

   Ramshaw, Lance A., and Ralph M. et al. in [20] 

proposed Information exchange (IE) adds maps of a single 

language stream into database records that interpret its 

meaning. The name, existence, and relationship findings are 

common functions, and event extraction. Various specific set 

of targets has been defined, it is a challenge to define 

'meaning' for the broad platform of applications, including 

results compared to government-sponsored evaluations. 

Sazali, Siti Syakirah et al. in [23] this paper uses classical 

Malay documents for information extraction. They 

implemented NER name Entity Recognition which is one of 

the subtasks of information extraction. In Information 

Extraction, there are few steps or commonly known as the 

task to be followed, which are named entity recognition, 

relation detection and classification, temporal and event 

processing, and template filling. Recent researches in Malay 

languages mainly focused on newspaper articles and since 
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this research experiment is experimenting on classical 

documents, there is a need to identify the best way to extract 

noun from existing methods algorithms and methods 

A. Patterns Discovery for Hyponymy 

Only some subset of the possible instances of the 

hypernym-hyponym relations can be found in particular 

form. We need to use any pattern to extract more relations 

from the text as possible. Below are some lexico-syntactic 

patterns which indicate hyponym relation. Followed by 

respective sentence and its relations. 

 (1)   NP {NP} *{,} or other NP 

…WordNet Oxford and other important dictionaries 

Hyponym (“dictionary”, “WordNet”), 

Hyponym (“dictionary”, “Oxford”) 

(2)   NP {,} including {NP,}* {or | and} NP 

…All IT companies including Infosys and TCS. 

Hyponym (“Infosys”, “company”), 

Hyponym (“TCS”, “Company”) 

B. Drop Pattern Algorithm 

Our main aim to automatically identify hyponym-

hypernym relations from the text without any pre-encoded 

knowledge or handwritten pattern. When we use the pre-

encoded knowledge then we can’t give the more efficient 

result which shows by Marti A. Hearst el at. (1992). We work 

for overcome such issues in information extraction system 

and introduced new algorithm name as “ Drop Pattern 

Algorithm” this algorithm drop every handwritten pattern 

and gives a new method to produce the hyponym- hypernym 

relation from the text. In order to do this, we require a space 

for dependency path. And regex expressions to separate the 

output which is produced by dependency parser. 

Dependency tree produced by a dependency parser 

produces and represents the relation. We sketch the 

following procedure: 

1. Apply the dependency parser on selected text. 

2. Produce dependency tree by dependency parser 

dependency parser also produce the bunch of output 

which holds the relations. Output depends upon 

dependency between one word to another word (the 

word I, category I: relation: category II, the word I) in 

this formulation, each word is connected with other 

words by one relation. Dependency parser extracts this 

relation in term of output. 

3. Apply regex pattern (r'((\w+))') which separate the 

relation from text. 

4. Generate the dependency tree from the incoming output 

of dependency parser. 

5. Produce shortest path between root to all connected 

root nodes 

6. In shortest path extract semantic relation between 

words if following conditions are satisfied with the 

output 

i. Root node must be a verb in the tree. 

ii. Which nodes extract by shortest path this all 

nodes must be connected by the root 

iii. Expect root node all nodes are much be 

connected by determinant DT e.g. conj_and 

 

IV. RESULT AND DISCUSSION 

A. Implementation of Drop Pattern Algorithm 

This system mainly works to extract the hyponym hypernym 

relation from the text without using handwritten pattern.  

 

               Fig 2 word dependency tree  

In order to do this, we first apply the dependency parser 

which produces the output [Fig 2].  

After completing this step we need to separate the 

relations from words. We applied the regex expression to do 

this. Regenerate the dependency tree based on the output 

given by regex expression. Pass the relation as edges and 

words as nodes to the dependency parser it gives the output 

as follows.  
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The figure shows the dependency graph for the sentence 

“…such authors as Herriek and Shakespeare” generated by 

dependency parser. Then we apply 2 fix regex pattern on the 

output of dependency parser for separate the edges and 

nodes for creating the dependency graph. We used one regex 

expression separately for collecting the edges from the 

sentence. Edges are nothing but relations between two 

words. Which is shown in the following table. 

 

Fig 3 Regenerated dependency Graph by the dependency 

parser. 

 Output sample of 

dependency parser 

Regex 

(r'((\w+))) 

1 amod(authors-2, such-1) 
root(ROOT-0, authors-2) 
prep_as(authors-2, Herriek-
4) 
conj_and(Herriek-4, 

Sheksheare-6) 

amod 
root 
prep_as 
conj_and 

2 amod(colors-2, such-1) 
root(ROOT-0, colors-2) 
prep_as(colors-2, red-4) 
amod(red-4, green-6) 
conj_and(red-4, green-6) 
conj_and(red-4, blue-8) 

amod 
root 
prep_as 
amod 
conj_and 
conj_and 

Fig 4.3 Fix regex expression for edges separation. 

Above fig shows the result comes after apply 
our first fix regex pattern on dependency parser output. 
This is done usually for separating the edges from 
dependency parsing output. The output of this such 
phase used in graph generation. 

 

 

 Output sample 
ofdependency parser 

Regex r'. 
+?\((.+?), 
(.+?)\)' 

1 amod(authors-2, such-1) 
root(ROOT-0, authors-2) 
prep_as(authors-2, 
Herriek-4) 
conj_and(Herriek-4, 
Sheksheare-6) 

(authors-2, 
such-1) 
(ROOT-0, 
authors-2) 
(authors-2, 
Herriek-4) 
(Herriek-4, 
Sheksheare-6) 

2 amod(colors-2, such-1) 
root(ROOT-0, colors-2) 
prep_as(colors-2, red-4) 
amod(red-4, green-6) 
conj_and(red-4, green-6) 
conj_and(red-4, blue-8) 

(colors-2, such-
1) 
(ROOT-0, 
colors-2) 
(colors-2, red-
4) 

(red-4, green-6) 
(red-4, green-6) 
(red-4, blue-8) 

Fig 4 Fix regex expression for node separation  

 For extracting the relations produce the shortest path 
and extract the nodes in hyponym-hypernym relation if 
satisfy the conditions given by drop pattern algorithm. 
By applied the drop pattern algorithm on above tree it 
extracts the following hypernym-hyponym relation. 

Hyponym (“author”, “Herriek”), 

Hyponym (“author”, “Shakespeare”) 

 

V. CONCLUSION 

Drop pattern algorithm of information extraction system 
is used to extract the relation of hyponym-hypernym without 
extract any pre-defined pattern. Which is also overcome the 
risk of the pattern based algorithm and give better efficiency. 
This algorithm is the best example of converting the semi-
supervised approach of machine learning into the supervised 
approach of machine learning. We show here this work is 
useful to rapidly identify important information from the 
text without any encoded knowledge.   
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