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Abstract—In recent years, the use of internet and 

functional activities have created development to 
evolve the system and application of Cyber-Physical-
Social Systems (CPSSs).Cyber-Physical-Social Systems 
(CPSSs) became the essential criteria of evolution 
within the data business, through that ancient 
technology can evolve into cyber-physical-social 
process science. Existing work is recommended person 
for example Facebook. This project, proposes a web 
based application on multidimensional system that the 
group-centric recommender system within the CPSCP 
domain with activity-oriented cluster discovery, the 
revision of rating information for improved accuracy, 
and cluster preference modelling that supports decent 
context mining from multiple sources. To boot we have 
a tendency to inserting additional four-dimensional 
cluster preference, modelling like profile primarily 
based, content primarily based. In profile based profile 
is going to be refer and content in content based. The 
goal of all over system is to study and development 
with specific techniques and methods for obtaining 
user references from several interactions with the 
group member objective to make the system. The -
recommender system is economical, objective and 
correct. 
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I.  INTRODUCTION  

Basically these days Internet of things are popular 
and widely used and more attractive. Because of Physical 
perceptions, Cyber interactions, Social correlations and 
even cognitive things which are interconnected. On 
Internet online group activities are increased to 
communicate with the need for a group recommendation 
system to become more and more mandatory. In past years 
computing, communication, control, management, 
information development, etc. has been successfully 
applied to many important systems like healthcare, 
industries, social media, manufacturing, defense and 
dramatically increases their controllability, adaptability, 
autonomy, efficiency, functionality, reliability, safety, 
usability and main is the functionality. 

Three important things in designing CPSS based 
transportation are: The physical system that is proposed 
by physics of transportation system. The cyber system that 
is proposed by distributed computing and communications 
and social system proposed by human organization and 
behavioural decision making. From the research paper, it 
comes to know that CPSS must be conducted with a 

multidisciplinary approach including the physical, social 
and cognitive science and that AI based system is key to 
any successful construction and deployment [12], [13], 
[15]. 

The Social Network Services (SNSs) is used to 
increasing amounts of information from CPSS being 
generated and disseminated through social networks [6].  
 To storing the data which is fulfil by new 
user/user it store by using following techniques:- 
1. Apache Hadoop:- 
 Apache Hadoop is a java based free software 
framework that can effectively store large amount of data 
in a cluster [11]. This framework runs in parallel on a 
cluster and has an ability to allow us to process data across 
all nodes. Hadoop Distributed File System (HDFS) is the 
storage system of Hadoop which splits big data and 
distribute across many nodes in a cluster. This also 
replicates data in a cluster thus providing high availability. 
 
2. NoSQL:- 
 While the traditional SQL can be effectively used 
to handle large amount of structured data, we need NoSQL 
(Not Only SQL) to handle unstructured data. NoSQL 
databases store unstructured data with no particular 
schema. Each row can have its own set of column values. 
NoSQL gives better performance in storing massive 
amount of data. There are many open-source NoSQL DBs 
available to analyse big Data. 
3. Hive:- 
 This is a distributed data management for 
Hadoop. This supports SQL-like query option HiveSQL 
(HSQL) to access big data. This can be primarily used for 
Data mining purpose. This runs on top of Hadoop. 
4. Sqoop:- 
 This is a tool that connects Hadoop with various 
relational databases to transfer data. This can be 
effectively used to transfer structured data to Hadoop or 
Hive. 
5. Presto:- 
 Facebook has developed and recently open-
sourced its Query engine (SQL-on-Hadoop) named presto 
which is built to handle petabytes of data. Unlike Hive, 
Presto does not depend on Map Reduce technique and can 
quickly retrieve data. 
 

II. NEED OF WORK 
This preference-oriented social networks with the 

power to get cluster choices or recommendations even 
once the preferences of some cluster members area unit 
unobserved. Most cluster recommendation approaches 
serve teams that encompass permanent members; but, 
their accuracy is also suffering from variations in 
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individual preference. Particularly, it's universally 
accepted that cluster recommendation is a lot of 
economical and effective than individual recommendation. 
The existing approaches are still supported with low-
dimensional rating knowledge that are not directly 
obtainable to be used in CPSSs. All existing emotion-aware 
recommender systems concentrate on the emotional 
necessities of the user.  

The purpose of this system is to communication 
with social media and share users post. So the SNS 
platform is used in the CPSS. Physical & social system and 
their cyber systems can understand each other, their 
stepwise interaction helps improve each other, and 
gradually the effective control and safe, reliable and 
efficient operation of CPSS will be realized.  

SNS and CPSS integrated into our proposed system 
named as CPSCPs (Cyber-Physical-Social-Content-Profile 
based system) in which content based system content is 
going to be refer and profile is refer in profile based 
system. 
 
 

III. SYSTEM ARCHITECTURE 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.1: Architecture Diagram of Proposed Work 
 

This system is going to be developed as a creative 
website in which Group Recommendation is a main 
approach. This Group Recommendation is based on 
behaviour similarity of the user and emotional offset. To 
making the group on the basis of behaviour and content 
based using multidimensional database storage i.e. rollup 
and cube for similar properties and similar attributes of 
people. 

Behaviour similarity invokes the attributes like cyber, 
physical, social, profile and content. These make 
multidimensional data which improve the challenge of 
individual centric recommendation. In emotional offset, it’s 
based on reviews and rating. At a time of sentimental 
analysis the topic searching part from user reviews are 
done. LDA is used in sentimental analysis for finding topic 
from users post. Emotional features are extracted from 
sentimental analysis the rating module improve the 
accuracy of recommendation result. 

 
IV. MODULES 

The proposed system will be consist of 6 modules:- 
1. Login Module:- 

Login module is a web application where user can 
login. If user is existing user then they can login with the 
help of user-id and password. If user don’t have the 
authentication then user click on new user registration.  

2. New User Registration:- 
It is necessary to register the new user and get the 

user name and password for login. In this registration form 
person fill the all personal information like name, DOB, 
age, current location, school name, etc.   

3. Core Module:- 
Core module consist of Big data for efficient 

storage of multidimensional data.  
  a) Group Discovery supported behavioural 
Similarity:- 

In Group Recommendation, the cluster discovery 
module is meant to speedily and accurately discover teams 
from high-dimensional information supported the 
similarity of user behaviour. 

b) Method of Rating Revision supported Emotional 
Offset selection through LDA:-                        

In Group Recommendation, rating information are 
revised in accordance with their emotional options that are 
extracted from user reviews through sentiment analysis. 
Considering that user reviews will embrace a major 
emotional offset, sentiment analysis is a crucial suggests 
that of calculative this offset to revise the initial ratings. 
The rating revision module is that the foundation for 
guaranteeing the objectiveness of the recommender, 
thereby raising the accuracy of the advice results. LDA 
(Latent Diritchlet Allocation) is used in sentimental 
analysis for finding the topic from posts. While doing the 
sentimental analysis the topic searching part from user 
reviews are done. This will help for the formation of group 
based on reviews.  

4. Filtering Of Data:- 
In the filtering of data format we filter all cyber-

physical-social-content-profile and make in standard 
format with similarities and store again on our database 
for making the group with similar data. For this purpose 
we will use KNN, K-means, collaborative filtering. 

5. Multiple Group Formation:- 
To making the group on the basis of behavioural and 

content base using rollup and cube for similar properties 
and similar attributes of people. 

6. Group Recommendation:- 
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Whenever new user login then their activities are 
matched with our existing groups. Then our system will be 
sending recommendation for that person to add it. 

 
V. METHODOLOGY 

1 Methods of data collection 
We can collect the data through web application.  
Web Application:- 

We are designing Web application for data 
collection with personal details like college name, location, 
working organization, daily activities etc. We are using 
Facebook, Twitter for collecting data and there is also new 
registration form from which we will get standard format. 
2 Probable methods of data analysis 

We use the NoSQL (Not Only SQL) to handle 
unstructured data. NoSQL databases store unstructured 
data with no particular schema.  

Social information area unit is a vital supplement 
to context analysis during a recommender system, they 
embrace varied styles of emotional data that influence the 
judgment of the advice results. With the speedy 
development of SNSs, varied approaches integrated with 
social information are projected. The projected approach 
will solely be applied to research information during 
specific contexts, that don’t seem to be on the market in 
CPSSs. We tend to propose to represent user behaviour 
information in tensor kind, analyse the activity similarity 
of users via Tucker decomposition, and see teams via 
agglomeration.  

The collaborative filtering system used as 
background data rating performed by the user. As input 
data is stored the rating from the actual user has done 
about one or more items of the system. The recommenders 
look for the similarities and make suggestion to make 
group of similar rating. In collaborative filtering item can 
consist of anything for which a human can provide rating 
such as art, books, CDs, journals, articles or vacation 
destination. 

This method is based on collectively and analysing 
large amount of information on user behaviour activities 
preferences and predicting what user will like based on 
their similarities to other users and recommend the group 
to those recommend users [10]. 
3. Method for multidimensional data storage 

Multidimensional database enables interactive 
analyses of large amounts of data for decision-making 
purposes. 
 
The k Nearest Neighbors Algorithm ( KNN) 
The Algorithm 
1. A positive integer k is specified, along with a new 
sample. 
2. We select the k entries in our database which are closest 
to the new sample. 
3. We find the most common classification of these entries. 
4. This is the classification we give to the new sample. 
****END KNN**** 
 
Simple KMeans Clustering  
 KMeans is an iterative clustering algorithm in 
which items are moved among set of clusters until the 

desired set is reached. This can be viewed as a type of 
squared error algorithm. In almost all cases, the simple 
KMeans clustering algorithm [18] takes more time to form 
clusters. So it is not suitable to be employed for large 
datasets. 
 
Farthest First Clustering  

Farthest first is a variant of K Means. This places 
the cluster center at the point further from the present 
cluster. This point must lie within the data area. The points 
that are farther are clustered together first. This feature of 
farthest first clustering algorithm speeds up the clustering 
process in many situations like less reassignment and 
adjustment is needed. But in this system more 
reassignment and no adjustment is there so this method is 
not applicable here. 

 
Make Density Based Clustering  
 A cluster is a dense region of points that is 
separated by low density regions from the tightly dense 
regions. This clustering algorithm can be used only when 
the clusters are irregular. 
 
K-means clustering algorithm  

The k-means method has been shown to be 
effective in producing good clustering results for many 
practical applications. K-means is one of the simplest 
unsupervised learning algorithms that solve the well-
known clustering problem. A simple and efficient 
implementation of efficient K-Means clustering algorithm 
called the filtering algorithm shows that the algorithm runs 
faster as the separation between clusters increases [19].  
 

VI. RESULT ANALYSIS 

 
Fig.2 The Impact of splitting the dataset by reviews written 
by users who have join group over on user the 
recommendation results. 
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Fig.3 Percentage of successful recommendations (%) vs. 
Training/Test set ratio. 
 
Percentage of Successful Recommendations (%) vs. 
Training/Test Set Ratio 

Figure 2 shows the impact of splitting the dataset 
by reviews written by users who have join over n group on 
the recommendation results. Figure 3 shows the impact of 
training/test set ratio on the recommendation results. 
Figure 2 and figure 3 are the same because each one 
particular n corresponds to one particular training/test set 
ratio. From the two figures, we can see that as n and 
training/test set ratio increase, the percentage of 
successful recommendations increases because the more 
user the users have joined group, the more correlated 
information we can obtain to give recommendations. 

 
 

Fig.4 The impact of choosing top m recommendation group 
on the recommendation results. 
 
Percentage of Successful Recommendations (%) vs. 
Top m Recommendation items 

Fig.4 show the impact of choosing top m 
recommendation group on the recommendation results. 
The figure, it can be found that when we choose m smaller 
than 15, the percentage of successful recommendations 
remains higher than 12%, which indicates good 
recommendations. As m increases and becomes larger than 
20, the percentage of successful recommendations 
decreases. In the reality, we should always recommend 
suitable number of group to the potential users. If we 

recommend too many groups, then uer will feel bored and 
show no interest in even glancing at them. On the other 
hand, if we recommend too few group, the users will not 
have enough choices. As a result, a suitable number of 
recommendation group should be selected carefully for 
recommendation system in reality. 
 

VII. CONCLUSION 
 

This system is going to be developed as a creative 
website in which Group Recommendation is a main 
approach. This Group Recommendation is based on 
behaviour similarity of the user and emotional offset. SNS 
provides individual centric recommendation, this make 
complex, non-efficient system. So to come over this 
problem we comes with Group centric recommendation 
based on CPSCPs. This provide effective, objective and 
accurate recommendation services in CPSCPs. This help to 
reduce complexity of conventional individual centric 
recommender systems. The emotional offset extracted 
from reviews, sentiment analysis is proposed to revise 
user rating for improved result of rating data. Cluster data 
is achieve by applying KNN, K-means, collaborative 
filtering, content based filtering. This group 
recommendation system gives efficient, effective and 
accurate results. At the end it will give recommendation of 
the group that will help in various field like professional 
field, Industrial field, and personal day-to-day life. 
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