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ABSTRACT:

Selecting appropriate parameters while
making any prediction model is a tedious task. Often,
while constructing a prediction model, categorical
variables are ignored. If we include more qualitatj
parameters for prediction, the observed resul
have more accuracy.

Neural networks help in a prop
methodology which utilizes the concept of mac
learning. When prediction is to be made, the huma

plays a crucial role in
Employing qualitative
making, accurate
Qualitative parame

decision
possible.

Prediction Models;
Neural Networks; B Patterns; Qualitative

Analysis.

1. INTRODUCTION:

Data collection for machine learning is an
important aspect. The data that is being used for the
training purposes helps in improving the results
drastically. Often many times the qualitative parameters
are ignored as they are difficult to judge, but they play a
crucial role in the decision making. Decision making
focuses on predicting the results inferring from the input
parameters, which are, the variables in the dataset.

i, Mumbai University, India,

epends on the data and how the
be trained again if incorrect, the
in the data and how efficiently the
algorithm handles the data.

amount of noi

The variables or the parameters that help in the decision
ip# can be simply classified into qualitative and
titative parameters. The qualitative parameters are
ose that state the quality and are inferred from the
data set like knowledge about some programming
language cannot be judged directly like marks but can be
inferred from the certifications and internships or
projects made by using those languages. Quantitative
parameters, on the other hand, state their quantity. For
example, the number of programming languages known
by a person is a quantitative parameter, but the
knowledge about language becomes a qualitative
parameter.

Qualitative parameters thus will affect the decision
making to a large extent, but the quantitative parameters
will help to examine the data and generate qualitative
parameters. Quantitative parameters are simple to infer
and produces decisions faster, but with the support of
the qualitative parameters, accuracy can be improved. In
many cases quantitative parameters become paramount
for decisions like the subject marks can be stated as a
quantitative parameter as more the marks, the better
will be the student’s performance. This in another
scenario can become qualitative parameter as higher
grades will indicate quality. The major limitation of the
qualitative parameters is that they are difficult to deduce
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and furthermore, they should be represented as a form

of probabilistic function (between 0 and 1) and not

boolean form (only two values yes and no).

Qualitative parameters are difficult to include in the

decision-making process. Some obstacles encountered

during this process are:

1. A lot of qualitative parameters can be obtained, and
these are all specific to the system. This variation is
challenging to manage.

2. They are diversified in their applications and are
difficult to integrate while building the learning
model.

3. It is an effective way to consolidate qualitative and
quantitative parameters but creating the learning
hypothesis becomes tedious.

4. When qualitative parameters are inferred from
some other variables, the probabilistic function
should represent the quality accurately between
Zero and One.

Hitarthi Bhatt et al. [6] designed an efficient
algorithm that considers qualitative parameters, but the
formula used by them is a boolean function that convert
all the values to True or False (One and Zero) wherg
should have been probabilistic function that rag
values between some values generally betweg
one.

Use of additional tests can be done to infer t
qualitative parameters. It can be done by
formulating the parameters i
qualitative parameters res

parameter. The qualitat

paper highlights
parameters cur

ample of student
Network which

placement pre
utilises qualitativ
making.

2. LITERATURE SURVE

The research on qualitative parameters for their
usefulness is being done in various modelling systems
for a couple of decades. In 1985, Kupiers published a
research paper which realises best features amongst
different qualitative algorithm and presents a new
algorithm QSIM which is an efficient constraint-
satisfaction algorithm [2] makes more appropriate
qualitative distinctions since the { +, 0, - } semantics can
collapse the distinction among the increasing, stable or

decreasing oscillation which can be used in constructing
and validation base of mechanism descriptions. Herman
Aguinis et al [9] orchestrated a 30 year review, from
1969-1998, of all the articles published in Personnel
Psychology (PP), Academy of Management Journal
(AM]), and Journal of Applied Psychology (JAP), and
calculated the impact of qualitative or categorical
variables, using multiple regression, and found out that
the studies conducted in the late years had a greater
effect size than those conduagted in the previous years.
Work done by Hoca mpts to clarify the
differences and sjfarities between Traditional
Simulation (TS) litative Simulation (QS) and

better than
tolerant,

tic as per as overload
ponse & waiting time is

pncerned.

rk for building Gaussian process
odel which corporates both qualitative and

quantitative faltors was proposed. These models were

developed by constructing correlation functions with

Roth types of factors. This Gaussian process model was
ated with a real example for modelling the thermal
gtribution of a data centre involving various qualitative
parameters like diffuser location, rack heat load non
uniformity and return air vent location. Han et al. [3]
introduce Baysian methodology for the prediction of
computer experiments which involves both qualitative
and qualitative inputs. Their approach involves the use
of the Gaussian stochastic process model to deal with
multiple qualitative data. In [15], a new modelling
approach was proposed based on a hierarchical model
structure to deal with systems consisting of qualitative
and quantitative parameters. This integrated modelling
for stochastic simulation and optimization can describe
complex system more comprehensively.

2.1 USE OF QUALITATIVE PARAMETERS IN VARIOUS
SYSTEMS:

Rutledge et al. [1] combined qualitative and
quantitative computation in a ventilator therapy planner
called as Vent Plan. It is a qualitative modelling system
which consists of a belief network and a multi attribute
value model work together to refine a patient-specific
physiological model and settings of the ventilator
(according to recommended treatment plans). Peter
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Clark and Stan Matwin [4] designed a system that
produces classification rules that are generated by the
training set input by using numeric-simulators. The rules
made using qualitative models perform twice better than
those without qualitative models. Allison R. Fleming et
al. [8] designed a system that evaluates characteristics
influencing the placements to a larger data sample by
conducting qualitative interviews, but limited a few
characteristics like ethnicity, age and work experienced
which hampers the results. In [13], different generalised
methods for dynamic, complex mathematical models
were proposed and compared which are widely used in
all the fields to interpret the behaviour of complicated
systems. The advantages and problems were discussed
by applying Sheffield Dynamic Global Vegetation Model,
proposed and made within the UK Centre for Terrestrial
Carbon Dynamics.
Based on above research, we proposed usage of
qualitative parameters for the decision-making process
in Machine Learning. The integration of qualitative
parameters to the current system will help in achieving
higher accuracy with better outcomes.

3. QUALITATIVE PARAMETERS IN DECISION

Numerical, Categorical and Ordinal arg
flavors of data that we often come across. Nu
data is the data that has some
measurement, for example, heights g
time that a certain page takes to

alitative data that
This type of data

yat these numerical
values will have no mganing. The examples of
categorical data are Gen
Residence. The last type
Ordinal data is a mixture of both Categorical and
Numerical data. Ordinal data can be defined as the
categorical data that has a mathematical meaning, for

example, movie ratings between 1-5 is a type of an

le, Female), Race, State of
ata is called as Ordinal Data.

ordinal data as the numerical values can be compared
and certain conclusions like a movie with a rating 3 are
better than a movie with a rating 2.

Decision making is the basis of any machine
learning algorithm. All the machine learning algorithms

are focussed on predicting the values of dependent
variables based on some other independent variables.
The variables are broadly split into two categories,
which are quantitative variables and qualitative
variables. Quantitative variables are those variables that
hold the Numerical data, may it be continuous or
discrete. Qualitative variables are of a Categorical or
Ordinal type. Machine learning algorithms are designed
with the sole purpose of automating tasks and
e decisions as the humans

eters to take action in
rld is an easier way to write
ese algorithms somewhere

are designed to take
e human way, the

ete data and
Quantitative
binary decisions
ccuracy whereas qualitative
jmprove a decision-making

to collect qualitative data is
interviews which will generate
by using open end questions.
Interpreting quQlitative data in itself is a big task. A lump
of qualitative data is as good as a cluster of data that has
Ro mathematical meaning. Such data has to be treated
are, as a lot of dependencies can be observed
ough them. Statisticians have to be notably creative
and have to interpret this data in the right manner. Once
the data is interpreted, and dependent variables and
independent variables are separated, relative numerical
values have to be assigned or computed depending on
their type. Special care has to be taken for qualitative
parameters that are categorical, for example, let us
consider we are converting a qualitative parameter,
Country of residence to numerical values, and we have a
person living in country A and another living in country
B, we cannot assign discrete random values like “1” to
country A and “2” to country B as at no point in time we
want to infer that country B is greater than country A.
There special ways to treat categorical qualitative
parameters, to avoid such a problem.

Qualitative parameters can be understood
properly if they're tried to understand the proper
context. The context here in all ways is natural and not
defined previously, and no context can be taken for
granted. Inferences from qualitative parameters should
be made by looking at the parameters from all the
perspectives and understanding the story behind those
parameters and why they have that value. These
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parameters are of no help to the person if the individual
doesn’t spend the time to understand them. The design
of algorithms revolves around these parameters, and the
algorithms will usually evolve with time. The inferences
made out of the qualitative parameters is not a single
output, it is subjective and will change if the same
parameters are looked at with a different perspective.

If proper qualitative parameters are selected
for designing the model and are used correctly, then a
better accuracy rate can be guaranteed, as the designer
spends a lot of time studying the input data and gets an
in-depth knowledge of the problem they are tackling.
Relations that are often missed while making these
models are addressed when such parameters are
introduced. Qualitative parameters have a vital role as
they can be used to infer possible relations, outcomes,
causes, effects, which are dynamic. These are the
parameters that help the model to make decisions even
if they’re ambiguous. Sometimes, they can even draw
two different relations or outcomes which are an
accurate reflection of society. These parameters help us
gain insight that only quantitative parameters cannot, all
of this while devising a proper solution.

Qualitative parameters are useful in prg
the results with high accuracy but a lot of ti
is associated to do a research based on these para
If the data set is not large enough, then there i
problem of validity, and hence the desi

miss even a single detail.

Devising a mod
amount of both types of variables, qualitative and
quantitative can yield greater accuracy and better
performance. Quantitative data can be achieved directly
by performing some experiments or calculating values,

y considering an adequate

and qualitative data and parameters can be achieved by
field study and market study of the problem you are
addressing.

3.1 USE OF QUALITATIVE PARAMETERS IN
PLACEMENT PREDICTION SYSTEM:

Let us consider an example of a placement
prediction system. This system predicts whether the
student is going to be placed in a company after
completing their education. We can tackle this problem
in multiple ways. We can treat this problem as a binary
problem, that is, we can predict 1 for a candidate being
placed and 0 for a candidate not being placed. The other
approach to this problem ygguld be treating placement
as a probability, that is, between 0 to 1 which

r decision making, we now have to
tive parameters. Parameters like
confidence, passion, determination, communication
skills etc. can be of great help to determine whether the
tudent will be placed or not. We cannot directly
ty these parameters as these parameters cannot
associated with a direct integer value. But, by

designing an open end question set and making the
students to answer the set, we can quantify these values
and assign them a weight between 0 to 1.

After the parameters have been listed out, and
the weights to the parameters have been assigned, we
must model the solution by using the right machine
learning algorithm that serves best to tackle this
problem. We want to treat placement as a probability
which lies between 0 to 1, and we have introduced
qualitative variables. Therefore, we need to select an
algorithm which deals with the fuzzy nature of our
qualitative variables and the inconsistency of data and
take the appropriate decision and make an accurate
prediction. We have to eliminate the hard-computing
models as those models work well with only quantitative
variables.

A soft computing approach which works well
with the qualitative parameters would be neural
networks, as they are designed on the architecture of the
human brain and take decisions, even if the data is
incomplete or fuzzy. A neural network approach for this
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will also learn from the wrong predictions and re-learn
and would increase its accuracy over time.

Van Heerden et al. [7] designed a system for
placement prediction in the University of Pretoria
Medical School, using artificial neural networks, which
had 99 input parameters out of which 80 parameters
were qualitative. They tested their system on some
students and found out that for those students where all
the parameters were available the prediction of the
system was almost 100% accurate, and a 90% accuracy
was obtained when only qualitative parameters were
used. This shows that qualitative parameters used with
the right algorithm can make decisions as good as
humans if not better.

4. CONCLUSION AND FUTURE WORK:

Decision making is one of the root logics of
machine learning, which is used to predict the possible
outcome by making inferences from a given data set.
Hence, input data plays a prominent role for successful
predictions. In this paper, we've highlighted the
importance of qualitative parameters for prediction
purposes. Necessary methods are also explained
integrate the two types of parameters, qualitatj
quantitative, to achieve a better outcome. Thg
models can improve decision making concerning
the execution process, and the performance.

As future work, different
qualitative and quantitative
purposes will be a great tas
detail and verified. Also, wa
studies novel ways fo

and guidance
this manuscript.
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