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ABSTRACT:
The era of the social media brings with it
quite some information and news that is untrue and
misleading to the masses. This issue is such that
needs to be addressed as people today are highly
dependent on their mobile devices and online news
portals that they tend to make uninformed decisions
based on these pieces of false information they get.
The purpose of this paper is to help people
and industries alike, to differentiate good quality
sources from bad ones based on a certain distinction
of metrics and methodologies. This paper probes
into current trends adopted by fake information
promulgators and how to spot and work around
those.
INDEX TERMS: Fake influencers, False new;
Misleading, Social Media

I. INTRODUCTION:

The major cause of wrong decisions
misleading information in today’s generation is t
social media. Most times when we read pe

based on some
spot fake social
drawn from the
popular social media

II. METRICS CHOSEN:
A. NUMBER OF TWEETS FROM A GIVEN USER:

This would help us analyze if they are an active
user or not, and posting often about any topics in their
field.

B. NUMBER OF TIMES THE USER HAS TWEETED
WITH AN AUTHORITY RATING OF OVER 7:

We have an authority rating of every post out of
10, that tells us how influential each post was, with 10

being highly influential and having widespread reach.
This will help us visualize how every author fared with
his posts. We can have users posting multiple times but if
none of the authority rati o over a certain bar, we
will know that their ave no influence or
importance and we ¢ agitasasource.

If a user is mentioned in topics related to their
field, this shows they are valued in those discussions and
ereby making this a strong metric for influencer

F. THE SENTIMENT ANALYSIS OF RETWEETS THEY
WERE MENTIONED IN:

This is one of the most important metrics for the
analysis. We have chosen retweets as a basis because
they give the highest information about a user. When
someone retweets a user with a negative sentimental
feedback, there’s a high chance they are not an influence
in the field and vice versa.

III. ANALYZING METRICS:
The first metric will help us set the hypothesis
about our influencers.

Figure 1: Top Authors Based on Number of Tweets
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Visualizing a word-cloud based on top authors look at some content that got an average authority rating
from Figure 1, we see that one of the most influential of over 7.

authors/users based on metric A is “assamgreentea”. A
word-cloud is a visualization that brings the maximum
frequency terms to the center of the plot and expands it
in size, amplifying their presence. This helps us believe
that the user is an influencer based on the number of

times they tweet.
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Figure 2: Top Content Based on Number of Times Used p - . y
. endor is talking about tea
in Tweets

The above visuals from Figure 2show th
used content, which would bring us to the cg

Rule 1: contents includes tea <-> contents
at metric B to see if we can find 3 € igcludes green [Coverage=60.86% (54732);
: =58.13% (80931):
Confidence=95.51%: Leverage=0.22559;
Lift=1.63417; p-value=0]

Rule Z: contents includes tea -> 3 < authority
<= 5 [Coverage=60.86% (84732):
Support=16.09% (22396);
Confidence=20.43%:; Leverage=0.0293;
Lift=1.2227; p-value=0]

Rule 3: contents includes tea -> conftents
includes weight [Coverage=60.86% (84732);
Support=5.95% (8282); Confidence=9.77%;

= Leverage=0.02016; Lift=1.51267; p-value=0]

Figure 3: Top Autho d on Average Authority Rule 4: contents includes tea -> contents
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of Over 7 includes deliver [Coverage=60.86% (84732);

The word-cloud”in Figure 3 shows us that the Support=4.96% (6911); Confidence=8.16%;
authors that were actually tweeting the most in Figure Leverage=0.01907; Lift=1.62381; p-value=0]

1were not the ones that were most influential. The user, Rule 5 3 < authority <= 5 -> contents

“assamgreentea” is nowhere to be seen in the cloud of includes green & contents includes

users with an average authority rating of over 7 in their tea[Coverage=21.62% (30096);

tweets. Support=15.59% (21706);

This should raise concern as a very important
aspect of influencing users is for your posts to have some
value given by them, which is not the case here. Let’s

Confidence=72.12%: Leverage=0.02956:
Lift=1.23396: p-value=0]
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9 |antioxidant

Topic 00 (0.16%): benefits, health, 10, amazing, buff, ow, magic, top.
B Topic 01 (0.22%): tea, green, time, writing, wanna. foodie, popular, afternoon.
= Topic 02 (0.16%): tea, green, coffee, try, formula, management, question, bottle.

Topic 03 (0.20%): greentea, feel, hot, fresh, nice, happy, ke, la.

Topic 04 (0.17%): black, iced, cream, mango, ffee, lemonade, starbucks, peach.

Topic 05 (0.11%): diet, extract, supplement, natural, weightloss, pills, burner,
[ Topic 06 (0.16%): lemon, water, honey, juice, ginger, fruit. love, smoothie,
Il Topic 07 (D.13%): tea, sugar, analysis, utrm, blood, market, meta, bad

Topic 08 (0.16%): cup, advantages, day, dlvr, fitness, workout, wej
B Topic 09 (0.13%): tea, pic, blend, starbucks, raspberry, life, ketones, 15.
B Topic 10 (D.15%): tea, pic, hea, family, barista, favourite. poured, aicle.

.10%): divr, skin, recipe, belly, diy, flat, youthful, loss.

¥ Topic 12 (0.11%): weight, loss, ift, plus, hoodia, fa:

B Topic 13 (D.16%): buy, free, tea, increase, indj
Topic 14 (0.18%): caffe, greentea, latte, ulg

El Topic 15 (D.13%): tea, flavor, care, he.

Il Topic 16 (0.14%): tea, love, tetley,

B Topic 17 (D.15%): tea, add, |

i Topic 18 (0.1

Topic 19 (0.
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cluding the word
between 3 and 5
ith a coverage of 61%.

tent with the word tea
includes some relevance nd a person’s weight.

Rule 4 says that*when a person talks about tea,
he also looks for delivery options.

Rule 5 states something similar to Rule 2, but
reinforces that green tea in specific contains a low
authority rating of between 3 and 5.

The visualization of specific topics on the right
will clearly specify trending topics and what the content
was in them.

tea again has a |
in majority of the
Rule 3 tells u

Running through certain topics, we can see that
the first topic talks about the health benefits of certain
products.

Topic #4 shows us the mention of “Starbucks” in
a topic cluster, which would help us reassure that it is an
influence in the field it belongs to.

Topic #10 shows us a similar mention of
“Barista” in the topics telling us that “Starbucks” and
“Barista” may be competing for influence in the target
group of their cluster.

Topic #19 shows us the health associated
problems and solutions to a specific issue, like
inflammation, and how to get rid of it, antioxidants. The
clusters formed of related topics link them by using the
current set of metrics.
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Figure 6: Sentiment Analysis of Retweets

Coming to a very important and the final metric
F, we have now already seen a couple of measures and
signs to look out for while classifying fake news and
influencers.

The final metric analyses the retweets that the
influencers have been mentioned in. The retweets
for very high importance in the study as when a
takes out the effort to say something about sg
tweet or work, it tells more about the origina
any other metric may.

influencers and informatiox Twitter
ollowers.

remove URLs and s document completely. Term
Document Matrices sed to calculate term
frequencies and for sentient analysis, the package R
Sentiment was used. Clustering the data is one of the
most important parts, and the K-Means algorithm was
used to define the clusters. There are two types of
clustering algorithms that were tried out, namely K-
Means and G-Means. The K-Means defines a specific k
number of clusters and then attempts to split the data
into Voronoi cells.

Elbow for KMeans clustering

Average within-cluster sum of squares

Figure 7: ThelElbow Met

eans algorithm (Gaussian-
K-means where it starts off

lencers to gain post reach about their product or
gervice, more and more people are aiming to breach the
bracket of social media influencers. This has caused a
certain imbalance between real information and fake
rants, making it harder to differentiate between the two.

Comparing each metric and its visualization, the
first thing we notice is that the content in authority
ratings of over 7 is similar to the content in the top used
terms. This shows us that metric A and B are in sync
when it comes to content, but not in the case of authors.

This tells us that some people know about the
terms that usually amass a lot of reach in the media, and
are frantically trying to make an impact by posting
repeatedly about the same terms.We will flag
“assamgreentea” as a fake influencer based on metric A
and B.

Coming to the rules, we will note that if a user
belongs to the category of either rule #2 or rule #5, he is
posting frequently about influential topics but still not
gaining any authority. Such a user will be flagged as a
fake influencer too.

The topic modeling will show us a very
important part of flagging fake influencers. If they are
talking about a particular topic and then hop onto

9 |Page
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another one, this might tell us something about their
behavior and help us flag them as a possible fake
influencer.

The topic cluster tells us about some correlated
topics and if a user is flagged as a possible faker, we can
verify that here. If he switches topics between correlated
clusters, then we can remove his flag; but if not, we have
to confirm his flag as a fake influencer.

The sentiment analysis brings special insights to
our analysis. If a user is retweeted and the sentiment is
negative or similar, we will flag him as a possible faker
and go over other metrics to verify this claim.

Combining these metrics will help us find a
possible user on Twitter or any other Social Media
Platform, that is trying to become an influencer without
really possessing the required knowledge or skills;
thereby promulgating misleading information that may
harm readers.
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